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HrnODUrnQpa ......................................................................... 
THE DEVELOPMENT OF WHOLE SCHOOL REFORM MODELS 

The deep concerns about U.S. education in general, and partic- 
ularly the education of students in at-risk situations, have led to 
searches for comprehensive new models of school reform. Previous 
attempts at reform focused on innovations in particular parts of a 
school, such as curriculum, instructional strategies, organization, 
staff development, use of educational technology, and so on. What 
has distinguished the new breed of school reform has been its 
emphasis on transforming the school in its entirety, including all of 
the above dimensions and more-what is known as whole school or 
comprehensive school reform. Much of this focus has been on 
changing the culture of the school, the beliefs, expectations, and 
images of what are appropriate educator, family, and student roles, 
at the same time as instituting new instructional practices that 
promise stronger educational results (Finnan & Levin, 2000). 

Until about 1980 the traditional approach to improving schools 
was to identify school challenges individually and address them 
idiosyncratically. Most U.S. schools adopted new curriculum pack- 
ages in different subjects, technology infusions, reductions in class 
size, new approaches to instruction such as cooperative learning or 
project learning, new organizational innovations such as block 
scheduling, and so on. These interventions were typically done on a 
piecemeal basis as problems were identified that required a 
response. Some schools experienced five or more different 
“reforms” in a single year and many times this number over a 
decade. The more fundamental features of the school typically 
remained intact as reforms were simply grafted onto existing insti- 
tutions and their dominant practices. Over time, schools would give 
up on specific reforms and replace them with others, often inserting 
each superficially into a school environment that was unreceptive. 
In most cases there was little change in the long term as these indi- 
vidual reforms failed to modify school operations in any substantial 
way (Cuban, 1993). 

In the 1980s the focus of reform began to shift from idiosyn- 
cratic and piecemeal attempts to addressing the school as a whole. 
This shift was largely galvanized by the work of Ron Edmonds 
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(1979) which attempted to capitalize on ways in which effective and 
ineffective schools differed. Reformers such as James Comer, Ted 
Sizer, Larry Lezotte, Carl Glickman, Robert Slavin, myself, and oth- 
ers developed models for school change that addressed the entire 
school by attempting to alter the organization of schools, the use of 
resources, decision making, instructional strategies, and informa- 
tion flows (Levin, 1997). This became known as whole school 
reform or comprehensive school reform. By the 1990s it had 
become a prominent trend, with the New American Schools 
Development Corporation (NASDC) seeking “break the m o l d  
models for schools, the publication of major works on whole school 
change (e.g., Fullan, 1991; Hargreaves, Lieberman, Fullan, & 
Hopkins, 1998), and the establishment of Federal legislation for 
Comprehensive School Reform Development (CSRD). 

By the year 2000 there were dozens of such whole school reform 
models. Among the best known are the Coalition of’Essential 
Schools created by Theodore Sizer, the School Development 
Program by James Comer, the Success for AU endeavor by Robert 
Slavin, and the Accelerated Schools Project by me. In addition, there 
are the Core Knowledge Project of E.D. Hirsch, the Padaeia Project 
of Mortimer Adler, the Effective Schools movement of Larry 
Lezotte, and seven initial projects of the New American Schools 
Development Corporation (now called New American Schools 
“AS] with an expansion to more projects). Even this list is far from 
complete, but it provides a bewildering array of choices available to 
school districts and schools that wish to remake education.’ 

It is important that I stipulate that I was the founder and direc- 
tor of one of the school reform models that is referred to, the 
Accelerated Schools Project. I should add that I admire all of the 
reform efforts referred to in this paper, although each is based on 
different premises on the purpose of and strategy for school change. 

The central question that arises is how school systems can 
choose among these different approaches. One general policy tool 
for comparing social interventions is to evaluate them according to 
their costs and effects or costs and benefits. Cost-effectiveness analy- 
sis compares interventions with common goals to ascertain which 
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have the strongest results relative to their costs. Cost-benefit analy- 
sis compares interventions with similar or different goals to see 
which have the greatest benefits relative to costs, under the assump- 
tion that benefits can be measured monetarily. In principal, com- 
prehensive school reforms could be evaluated for their costs and 
effectiveness or costs and benefits and compared with each other to 
see which ones are most promising. In reality, some may work bet- 
ter in certain contexts and for certain populations than others, so 
such comparisons would need to be made for particular settings. 
But, the overall notion of applying a policy tool like cost-effective- 
ness analysis to school reforms would seem to be a high priority. 

The initial goal of this monograph was to construct cost-effec- 
tiveness comparisons of some of the existing whole school inter- 
ventions on the basis of available data. For reasons that will become 
clear, existing data are not adequate to make these comparisons. In 
short, school reform evaluations differ so much in evaluation meth- 
ods, sampling, measurement of outputs, and interpretations that the 
results are not scientifically valid for making objective comparisons, 
despite comparative claims on behalf of different models. Further, 
the costs of replicating the school reforms have not been estimated 
in a consistent or defensible manner. With few exceptions, available 
cost data are inconsistent, incomplete, rarely based upon careful and 
systematic methods, and miscalculate reallocation of resources. 
Accordingly, this paper is devoted to the issues surrounding cost- 
effectiveness studies of whole school reform rather than to a com- 
parative analysis of results. It is hoped that the discussion and guide- 
lines will ultimately lead to valid cost effectiveness comparisons. 

To understand the challenges that comprehensive school 
reform has raised for cost effectiveness analysis, it is necessary to 
visit briefly the previous studies of cost-effectiveness analyses in 
education. Cost-effectiveness comparisons require that the alterna- 
tives being considered have common objectives so that their results 
can be readily compared. Costs also need to be measured in a uni- 
form way, relying on the ingredients or resource method (Levin & 
McEwan, 2001). With common metrics for the cost and effective- 
ness components, it is possible to compare cost effectiveness across 3 
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alternatives for achieving the same objectives. 
By adding modest interventions such as a new curriculum or 

instructional approach at a cost of less than $100 or so per student 
out of a total school budget of $5-10,000 per student, the task is sim- 
plified. That is, the overall school is left intact, and it is only neces- 
sary to isolate costs and effectiveness of the specific change. Costs are 
usually an add-on that can be identified by stipulating the addition- 
al resources that are needed. Effectiveness can be measured by the 
changes in results that are induced by the intervention. 

Interventions that were evaluated comprised programs that 
were added to existing schools, such as computer-assisted instruc- 
tion, a different curriculum in a specific subject, smaller classes, 
longer school days, peer tutoring, and so on ( Levin, 1991; Levin, 
Glass, & Meister, 1987). Measures of effectiveness explored whether 
each of these types of interventions, when added to a regular school 
program, had an impact on student achievement and the magni- 
tude of that impact. Cost measures examined only the marginal or 
additional costs of these interventions to the school, not the overall 
costs of school operations. Results were converted into units of 
effectiveness for a given cost and compared across alternatives. 

In these cases the intervention could be readily identified as an 
“add-on” to the school program, and its costs and effectiveness could 
be measured somewhat independently of the existing program. Of 
course, some “add-ons” might work better at some sites with some 
types of students and existing programs than at other sites. Such dif- 
ferential effectiveness could be taken account of by looking for statis- 
tical interactions between site-specific variables and the effectiveness 
of an intervention (Summers & Wolfe, 1977) or by carrying out the 
analyses separately for different populations or contexts (Grissmer, 
2002). At the same time it was relatively easy to separate out the 
added ingredients or resources that a school needed to implement 
each of the programs. And effectiveness could be limited to one or 
two specific program outcomes when the interventions were com- 
pared, e.g., reading programs (Levin & McEwan, 2001). 

But with whole school reform there is a transformation from a 
traditional school to a restructured one, with a potential impact on 
all the goals of the school, not on just one or two. Both reallocations 
of existing resources and added resources are pertinent to whole 
school reform. These aspects of whole school reform create an enor- 
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mously greater challenge in doing a cost effectiveness (or even just an 
effectiveness) comparison among different programs. Indeed, it is 
these types of methodological problems that are the subject of this 
paper. 

A related challenge is that a focus on a single output such as 
reading or mathematics competency (or even both considered 
together) is an inadequate basis for considering the productivity of 
a school. Any formulation that considers only these outputs will fall 
prey to considering only a portion of outcomes that the schools pro- 
duce. It will mean that major outputs will be unaccounted for. Thus, 
a comparison between two whole school interventions that focuses 
on only a single output or dual outputs will not monitor what is 
happening to other outputs. Certainly, by shifting resources from 
the production of unmeasured outputs to measured ones, it is pos- 
sible to obtain more of the measured ones. But, this is only a partial 
measure of the total output of the school as it would be for any 
multi-product firm. 

Consider that even a short list of what schools are expected to 
produce is formidable. It would include raising students’ proficien- 
cies in many subjects including reading, writing, speaking, mathe- 
matics, science, social studies, art, and physical education, as well as 
their acquisition of a large number of social values and behaviors. 
With respect to the latter, schools emphasize working cooperatively 
with others, following rules, accepting constructive criticism, plan- 
ning a project, setting goals, seeking out necessary information, 
resolving conflict appropriately, and respecting differing viewpoints, 
to name just a few that come to mind. Inkeles (1966) suggests still 
more social skills that schools are expected to provide to create com- 
petent adults. 

Given the multiple teaching tasks of schools, it is possible to 
increase one output without improving productivity by neglecting 
other outputs. For example, if resources that were previously devot- 
ed to other outputs are focused more intensively on mathematics, it 
is possible to improve mathematics achievement at the expense of 
results in other areas of learning. Allocating more of the school’s 
personnel and greater instructional time to mathematics, at the 
expense of other subjects and social behaviors and attitudes, can 
improve mathematics achievement. As long as all the outcomes of a 
school are monitored, this shift in resource allocation will be reflect- 5 
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ed in the rise in mathematics achievement and a measurable reduc- 
tion in the attainment of other school goals. 

But, as we will see below, many studies measure only one or two 
school objectives, such as reading or mathematics or graduation 
rates, rather than the plethora of outcomes that schools are expected 
to produce. The result is that it may be impossible to determine what 
is being sacrificed among other outputs to obtain given improve- 
ments in the output under scrutiny, although, surely, some area of 
learning is shortchanged by the shift in resources. As an example, 
Bowles and Gintis (2000) provide cogent evidence that non-cogni- 
tive aspects of schooling which are not even measured in school 
accountability systems may be the dominant determinants of educa- 
tion’s effect on earnings, rather than cognitive aspects measured by 
tests. Further, over the years a number of subjects such as geography 
have disappeared from U.S. schools. Does it matter if most 
Americans confuse Australia with Austria or do not know the conti- 
nents or locations of nations in an age of globalization and interna- 
tional conflict? A similar issue is evident in high stakes testing where 
teaching efforts, curriculum, and test preparation shift to what is test- 
ed from what is not (McNeil & Valenzuela, 2000). 

To the degree that whole school reform is undertaken largely 
with existing resources, when evaluations are based upon a single 
objective or narrow range of objectives, resources are likely to be 
reallocated from existing uses to those most closely aligned with 
those objectives. Thus, unless there is a way to assess the impact of 
the reform on all outcomes-or at least on all major outcomes- 
any attempt to limit effectiveness studies to a single objective will be 
suspect as an overall assessment of effectiveness of the reform 
model. As we will see below, this also raises challenges for the mea- 
surement of costs, because reallocations of an existing budget may 
not be costless in an economic sense. The next two sections review 
the implications of this background discussion for measuring both 
effectiveness and costs. 
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m m r n G m  ........................................................................ 
Ideally, we would like to obtain comparable data on school 

effectiveness to compare among school reform models. Such data 
could be combined with comparable data on costs to ascertain the 
cost effectiveness of each of the reform approaches. Slavin and 
Fashola (1998) and Herman (1999) have published comparisons of 
effectiveness on what they assert is a review of “evidence.”2 In this 
section, I will argue that such comparisons-in the absence of 
methodological, sampling, and other adjustments-are invalid. The 
lack of comparison validity is not due to subtle issues. It is due to 
fundamental differences among designs and procedures that can 
account for different evaluation outcomes beyond differences in the 
impacts of the models themselves (see Hunter & Schmidt, 1994, for 
an overview of some of these issues). Each of these differences in 
treatment of the studies will be addressed below. 

In particular I will address four issues that must be considered in 
doing a comparative cost effectiveness analysis. The first is the question 
of whether the overall evaluation approach is valid and how the par- 
ticular choice of evaluation method may affect the magnitude of 
reported effectiveness. Second is the question of how representative the 
schools sampled for evaluations are. Third is the issue of multiple edu- 
cation goals and how they will be accounted for. Fourth is the matter 
of potential bias in evaluations done by school reform sponsors or 
their representatives relative to independent evaluations. Each will be 
taken in turn. 

A major concern is whether the evaluation model is an adequate 
one by which to obtain valid results. There are two primary approach- 
es used in the literature and an eclectic third strategy. 

( I )  Experimental: The pure experimental model requires schools to 
be randomly assigned to treatment and control groups (Boruch, 
1997). If the treatment and control groups are large enough, compa- 
rability in school features is assured so that any difference between the 
two groups after implementation of the treatment could be attributed 
to the treatment. This type of approach is not easily applied to whole 7 
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school reform, since all of the reforms require that schools select the 
specific reform that is adopted (typically approval by 80 percent or 
more of the teachers) rather than permit assignment of the reform to 
the school. In some cases, however, this process of “informed consent” 
is breached as specific reforms are pushed on schools by school dis- 
tricts (Datnow, 2000). Still, all of the major comprehensive school 
reforms attempt to ensure an active process of informed choice and 
“buy-in.’’ Once schools select or buy in to a specific reform, they are 
usually accepted by the sponsor of the reform. 

The only experimental studies that I could find were those under- 
taken by Thomas Cook and his colleagues. Cook, Hunt, and Murphy 
(2000) compared ten inner-city Chicago schools using the School 
Development Program or Comer model with nine comparison 
schools over a four-year p e r i ~ d . ~  The Comer schools and the com- 
parison schools were selected randomly from a population of low- 
achieving Chicago schools, all that had volunteered to adopt the 
reform. The evaluators found small achievement advantages for the 
Comer schools relative to the control schools (about three percent 
over three to four years) as well as advantages in student behavior and 
attitudes. Cook et al. (1999) also used the experimental methodology 
to study academic and other outcomes in a randomized study of 23 
middle schools in an urban county in Maryland. Differences were 
found in favor of Comer schools in psychological and social out- 
comes, but not student achievement. 

(2) Quasi-Experiments Quasi-experiments represent attempts to 
emulate experimental conditions as closely as possible, in the absence 
of random assignment. Almost all evaluations of whole school reforms 
fit this category. But, as Cook and Campbell (1979a; 1979b) point out, 
there are many threats to the validity of such evaluations, so the read- 
er should be aware that although certain results are claimed in such an 
evaluation (even what appears to be a sophisticated one) they may not 
be substantiated. The typical quasi-experimental design attempts to 
compare schools receiving the intervention with similar schools that 
are not receiving the intervention. Statistical adjustments are often 
used to attempt to adjust for differences between intervention and 
comparison groups which could affect outcomes. 

Robert Slavin and his colleagues have carried out a large number 
of studies where intervention schools and matched comparison 8 
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schools are assigned directly by the evaluators rather than randomly 
(Slavin & Madden, 1999; 2000). They conclude that their Success for 
All and the Roots and Wings models show very substantial gains in 
student achievement relative to the comparison schools. The Center 
for Policy Research in Education (CPRE) evaluated schools from the 
America’s Choice model in three cities, using as comparison schools 
those that had not adopted the model in these cities (Supovitz, 
Poghco, & Snyder, 2001). Statistical controls were provided for demo- 
graphic and other factors that might affect achievement. The authors 
found small achievement advantages for the America’s Choice schools 
at most grade levels for the first year of implementation. Ross, Wang, 
Sanders, Wright, and Stringfield (1999) compared achievement gains 
in a large number of schools undertaking whole school reform in 
Memphis with a “matched” group of schools not undertaking the 
reforms. They also compared the achievement effects of the different 
reform models and found substantial achievement gains of those 
schools participating in the whole school reforms relative to the com- 
parison schools, using a value-added model (see Sanders and Horn 
[ 19951 for a presentation of the value-added model). 

Millsap et al. (2000) found no difference in achievement between 
12 Comer schools in Detroit and a set of matched, comparison 
schools, although they did find that those schools with the best imple- 
mentation of the reform had better achievement than the comparison 
group. In a similar type of study no overall difference in achievement 
was found between 12 Core Knowledge Schools and matched com- 
parison schools, but an effect was observed for Core Knowledge 
Schools with a high level of implementation (Stringfield, Datnow, 
Borman, & Rachuba, 1998). A study of five Core Knowledge Schools 
in Maryland found mixed results in comparing achievement in 
schools with the intervention and comparison schools (Mac Iver, 
Stringfield, & McHugh, 2000). 

A different quasi-experimental design is that of interrupted or dis- 
continuous time series (McCain & McCleary, 1979). Here, the pattern 
of achievement for a particular sample of schools is evaluated over 
time, for several years prior to the reform and then several years fol- 
lowing it, to test whether the pattern was altered following the inter- 
vention. Statistical adjustments are made for other changes in the 
school over that period, such as changes in socioeconomic or racial 
composition of students. The Manpower Development Research 9 
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Corporation (MDRC) used this technique to evaluate third grade 
achievement for a national sample of eight Accelerated Schools with 
about 3,000 students in the study (Bloom et al., 2001; Doolittle, 2001). 
The improvement in mathematics and reading achievement by the 
fifth year of implementation was 7-8 percentiles. 

(3) Other Methods: Several other methods have been used to evaluate 
whole school reforms. The RAND Corporation has examined the 
degree to which such schools have outpaced the average achievement 
gains of the districts where they are situated (Berends et al., 2001). This 
is a fairly common approach in which the district is viewed as the com- 
parison standard where all schools in the district are assumed to be sub- 
ject to the same non-reform influences. Correlational approaches have 
also been used in which statistical models are designed to isolate the 
effects of a reform intervention from other factors which may influence 
achievement, such as school resources and student characteristics. 

Perhaps the weakest design is that of year-to-year achievement 
gains for individual schools without comparison data. This is the typ- 
ical format used by school districts to report progress. Even with gains 
of reforming schools, the question is whether those gains are greater 
than for comparable non-reforming schools. An equally serious chal- 
lenge is the long-term reliability of such short-term, measured gains. 
Recent studies have found that a high proportion of achievement 
change from one year to the next is transitory and due to idiosyncrat- 
ic factors (Kane & Staiger, 2001). This means that gains from year-to- 
year may not be permanent, but due to temporary circumstances, such 
as an especially strong or weak student cohort or a disruptive period 
when testing was done. Kane and Staiger estimate that less than half of 
the average achievement gain in reading between fourth and fifth 
grades (the grades for which they tested the relationship) showed per- 
sistent differences between schools. 

What is noteworthy is how many different methodologies are 
used and the variants of each in terms of the sampling and measure- 
ment factors discussed below. Even within these evaluation models, 
substantial differences in their implementation can affect results. As 
noted, the choice of comparison schools in quasi-experimental stud- 
ies is often arbitrary. With the exception of the studies by Cook and 
his colleagues (1999; 2000), comparison schools are not randomly 10 
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chosen. For example, Supovitz et al. (2001) chose as comparison 
schools those schools not carrying out the America's Choice reform 
in the three districts that were studied. Evaluations of Success for All 
(Slavin & Madden, 1999) provide few specific details on how com- 
parison schools are chosen other than an attempt to provide a demo- 
graphic match. 

Since all of the major whole school reforms require buy-in with 
support from 80 percent or more of their teachers or school staff, it is 
likely that those with stronger leadership and committed staff will 
undertake the reform. Prima facie this suggests that the evaluator is 
comparing energized schools ready to undertake reform with schools 
that are not, rather than comparing schools that are comparable in 
every way except for the nature of their programs. This fact is likely to 
lead to overstatement of the measured effectiveness of the reform4 But, 
differences in the rigor of the buy-in requirements among models will 
create differences in this bias, with the models that demand greatest 
commitment in buy-in creating greater selection bias in favor of suc- 
cess. At the same time, the standards for choosing comparison schools 
may differ substantially, resulting in estimated effects conditioned upon 
the readiness, leadership, and enthusiasm of schools undertaking 
reform versus the lassitude of the comparison school determinin out- 
comes, rather than the impacts of the reform models themselves. s 

One of the great challenges in education is replication. Even when 
an educational intervention has been shown to have strong effects at a 
demonstration site, it is rare that it is replicated at other sites with sim- 
ilar results. Indeed, the history of educational reform is more a testi- 
monial to constancy and resistance to change than to change itself 
(Cuban, 1993; Sarason, 1982). From a policy perspective, the concern 
should not focus on results from experimental, demonstration, or 
exemplary sites, but with the potential effect of expansion of initially 
successful sites to new sites and scaling up from a few to many. This 
means thai'evaluations for cost effectiveness purposes should be based 
not upon initial results at a relatively small number of sites that have 
received special attention and nurturing, but on replication under the 11 
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ordinary conditions that will be found as expansion takes place. Too 
often educational evaluations are done in laboratory settings or in 
schools where university support and scrutiny are provided-factors 
that are unlikely to be pertinent in subsequent replications under ordi- 
nary conditions. Obviously, the first prototypes and initial replications 
will have the most assistance, attentive evaluations, and publicity. It is 
incorrect to assume that subsequent applications of the approach will 
be equally effective. For example, Lipsey (1999) found a very substan- 
tial difference in effect sizes in favor of demonstration programs over 
replication programs. 

Few evaluations of educational interventions can be found that 
reflect what happens under the most routine replications. It is widely 
recognized that published evaluations overstate the average or typical 
effects of interventions because poorly performing sites will not be 
evaluated and evaluations showing poor results will not be reported or 
published (Begg, 1994; Glass, McGaw, & Smith, 1981). Some authors 
even recommend eliminating from consideration evaluations of those 
sites that do not implement a model “correctly.” In fact, Slavin and 
Madden (2000) suggest that virtually all instances of poor evaluation 
results for the Success for All model are a consequence of poor imple- 
mentation rather than flaws in the model. But this position raises ques- 
tions of whether the implementation process accompanying a reform 
is an integral part of it or is independent of it. Clearly the truth lies 
somewhere between these two extremes. 

The RAND Corporation analysis of New American Schools 
attempted to measure the degree of implementation of different mod- 
els rather than an absolute measure (Berends et al., 2001). Surprisingly, 
the RAND study found no linkage between the degree of implemen- 
tation and school performance among the 163 New American Schools 
for which data were available. If a decision maker asks the question, 
“What is the expected effectiveness of a particular model under ‘typi- 
cal’ conditions?’: the probability of poor hplementation should be 
included in the overall assessment of effects. Suchman (1971) has pro- 
vided one of the best conceptual discussions distinguishing between 
the failure of theory and the failure of program implementation. Sites 
that implement the models well are not typical of the average imple- 
mentation, and high implementation may also be related to strong 
leadership, staff comaraderie, and staff talent-factors that are inde- 
pendent of the model. In many cases, if not most, it may be impossi- 12 
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ble to know if a chosen school will provide good implementation. 
Therefore, the decision maker is more likely to ask the question, “If 
schools adopt a particular model, what is the likely outcome?” (not if 
they adopt a likely model and succeed at implementation). 

Thus, a first concern with respect to a cost-effectiveness evalua- 
tion is whether the study of effectiveness has been done on a typical 
replication that is reproducible from site-to-site under “ordinary” 
circumstances. Obviously, the most appropriate estimate of effec- 
tiveness would be to evaluate the full population of replicated sites 
or a representative sample of adequate size. As will be shown below, 
results may be radically different from study to study of the same 
school reform models, at least in part from sample selection. 

There are at least three issues with regard to sampling bias. First is 
the bias mentioned above: that only the most energized schools anx- 
ious to change will buy in to the reforms, making them unrepresenta- 
tive of other schools that might be similar in demography, size, and 
location. This bias boosts the apparent effectiveness of all of the mod- 
els requiring buy-in. But differences in the rigor and verification 
process of adoption criteria will create differences in the degree of bias 
among the different school models. Those models that set and enforce 
the most stringent criteria for staff participation in the adoption 
process will likely have schools that are more highly motivated and 
prepared to implement reforms than those that do not, independent- 
ly of whatever reform is being implemented (Datnow, 2000). 

Second, there is a question of whether the schools in the evalua- 
tion samples are representative of all schools participating in the 
reforms, of only those with good implementation, or of samples of 
convenience (where data were available or results were promising). 
Only Cook and colleagues (1999; 2000) have made an attempt at ran- 
dom assignment of schools, and only within two specific localities, 
even though the model that they evaluated was implemented nation- 
ally. Although the MDRC study of Accelerated Schools (Bloom et al., 
2001; Doolittle, 2001) represents an attempt to study a national sam- 
ple of implementing schools with eight years of data, data availability 
itself affected the nature of the sample. The recent study of America’s 
Choice schools is based upon schools in the three school districts with 13 
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relatively large adoption of its schools, suggesting strong district sup- 
port for its model relative to the more typical situation where district 
adoption of a reform model is not widespread among schools. 
Although there are many more evaluations of Success for AU than of 
other models, there is no information suggesting that an attempt was 
made to select representative sites. 

These sampling problems undermine attempts to predict the 
effectiveness of each reform model for future schools that might con- 
sider adoption. The buy-in requirements mean that the results cannot 
be extrapolated to other schools that have not gone through a similar 
buy-in. The bias towards evaluations covering only schools with high 
implementation tends to overstate results for more typical situations. 
Also, it is likely that schools selected for evaluation are those benefiting 
from favorable conditions such as strong district support, and this bias 
may differ from study to study. This selection bias means that even if 
the evaluation models used in all studies were similar, differences in 
sampling would threaten valid comparisons. Thus, the overall results 
across studies cannot be generalized to the overall population of 
schools, even those with similar demographics or locations. It is note- 
worthy that the RAND study of comprehensive school reform models 
sponsored by New American Schools found that slightly fewer than 
half of the reforming schools had achievement gains greater than the 
average gains for their districts, about what chance would predict 
(Berends et al., 2001). All of the models report far greater success in 
their own evaluations based-in part-on different samples from 
those used by RAND. 

A third way in which sampling varies is among the types of stu- 
dents who are evaluated. Different studies eliminate different types 
of students from the testing base, such as those with learning dis- 
abilities or in bilingual programs. Typically, evaluations of whole 
school reforms focus only on those students who were in the school 
continuously over the evaluation period. But, the most educational- 
ly needy and disadvantaged students have high mobility rates and 
are found in schools with high student turnover. For example, 
Kerbow (1996) found that in the typical Chicago elementary school 
only half of the students were still enrolled at the school after three 14 
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years. Limiting the evaluations to students who remain at a single 
school site restricts the evaluation to those students in stable situa- 
tions who generally have higher achievement and achievement 
gains, irrespective of the reform model (Kerbow, 1996; Rumberger 
2001). Further, such children have an additional advantage because 
they are exposed to the reform for the entire duration of the period 
of evaluation. In contrast, students with high mobility spend less 
time in a particular school and have less exposure to the reform, 
often being churned among many different schools over a one- or 
two-year period. At the very least, studies that eliminate mobile stu- 
dents should report that their results apply only to stable students 
who have had continuous exposure to the reforms, not to all stu- 
dents attending the schools that are evaluated. Unfortunately, such 
studies tend to generalize their interpretations to all students. 

But, in addition, the variation in the treatment of student mobility 
among studies contributes to their non-comparability. For example, 
evaluations of Success for All have largely been limited to those students 
who attend the same school continuously for all of the years in which 
the school is evaluated, as many as five years. Such studies can say little 
about the effects of the reform on the many students-typically with 
lower achievement levels and lower achievement growth-who move 
to other schools (Kerbow, 1996). The studies by Cook et al. (1999; 2000) 
and Millsap et al. (2000) of Comer schools and by Stringfield, Datnow, 
et al. (1998) of Core Knowledge Schools also restrict themselves to stu- 
dents attending their schools for the duration of the program treatment 
and evaluation. In contrast, the evaluation of Accelerated Schools 
(Bloom et al., 2001; Doolittle, 2001) includes all students in the school 
at the time of the third grade testing. It was estimated that about half 
had not received three years of exposure to the Accelerated Schools 
model and one-third had not even received two years of exposure 
(Bloom et al., 2001). Obviously, a comparison of stable students who 
have been exposed continuously to a reform with one that also includes 
students who have not had that advantage will bias the result in favor of 
the reforms that eliminate mobile students from the evaluation. The 
evaluation of America’s Choice by Supovitz et al. (2001) takes a middle 
position by including all students in the two districts for which there 
were records over a one year duration. That is, students who moved to 
other schools in the district during that year were included, but not 
those who moved to or from other districts. Studies that limit their 15 
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analysis only to students who were attending the school for the dura- 
tion of the evaluation period will show higher achievement effects than 
those that include all students in the analysis. This difference in student 
sampling undermines comparability of results. 

A particularly difficult evaluation challenge is that of the multiple 
and different outcomes desired by the various school reform models. 
For example, the School Development Program, the Coalition of 
Essential Schools, Different Ways of Knowing, and the Accelerated 
Schools Project all require schools to set their own priorities and 
address them. Schools may focus on improving achievement in differ- 
ent subjects and on increasing student involvement in projects, and 
may establish a range of other goals that are likely to vary from school 
to school. The School Development Program strives for the integra- 
tion of families into the school community, while the Accelerated 
Schools Project and the Coalition for Essential Schools develop a learn- 
ing community with a specific philosophy based upon constructivist 
learning theory. Different Ways of Knowing utilizes the arts to connect 
all subjects. In contrast, Reading Recovery and Success for AU concen- 
trate on early childhood reading proficiency by using explicit strategies 
and materials. Core Knowledge emphasizes mastery of a specific 
knowledge base and use of a particular curriculum. 

There is absolutely nothing wrong with a schoolwide strategy to 
improve student proficiency in a single subject. However, it is inappro- 
priate to compare effectiveness in only one or two subjects among dif- 
ferent school reform models, when some focus only on that subject 
and others focus more broadly on a variety of outcomes. And indeed, 
this is the dilemma. Schools are multi-product firms with multiple 
goals. School reforms that focus on only one dimension can show 
superior results by concentrating their efforts on that goal. But an eval- 
uation on a single dimension is biased against those reform models 
concerned with improvements in multiple outcomes. Such a compar- 
ison also violates the tenet in cost-effectiveness analysis that only inter- 
ventions with common goals should be directly compared-and all 
major goals must be included in the evaluations. 16 
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The case of multiple outputs also raises the question of how to 
value effectiveness. For example, if one model does better on reading 
and the other on mathematics in the simplest case of two outputs, how 
is comparative effectiveness of the two alternatives determined? The 
standard approach is to place values on each of the two outputs using 
utdity scales or other devices (Levin & McEwan, 2001). Of course, an 
evaluator could weight each of the results equally (e.g., equivalent 
effect sues in each subject are given equivalent weight). But, there is no 
reason a priori to provide equal weights to equivalent effect sizes across 
many subjects and other measures of student behavior. Although 
music and art are extremely important subjects in the curriculum, it is 
not clear how society should value them in comparison with reading, 
science, mathematics, social studies, writing, and the other core acade- 
mic subjects. It is possible that music and art should be considered 
more important than some of these other subjects because of their 
intrinsic value as well as the contributions that they can make to culti- 
vating creative talents, and, in fact, Different Ways of Knowing is a 
reform that uses the arts as an integrative strategy for other subjects. 
But what is clear from this debate over the relative importance of sub- 
jects is the complexity of the challenge of combining school results for 
different outcomes into an overall rating of effectiveness. There exist 
“solutions” to this problem, but they are highly subjective and based 
upon assumptions for ascertaining social value that are arbitrary 
(Levin & McEwan, 2001). 

How particular outcomes are measured is also an important crite- 
rion in comparing alternatives. When measuring change in academic 
achievement, it is common to use “effect size” as the criterion (McGaw, 
1994). The advantage of using effect size is that it is a common measure 
that can be calculated for different tests that ostensibly measure achieve- 
ment in the same curriculum subject. Thus, even though different 
schools and school districts utilize different testing instruments con- 
structed by different test publishers, an evaluator can calculate the 
change in achievement between two periods and divide it by the stan- 
dard deviation of the test to get an effect size. Presumably the effect size 17 
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is a common metric that allows comparison of effectiveness! 
However, each test instrument measures its domain in different 

ways. For example, fourth grade mathematics tests may differ in the 
weight given different types of mathematics operations, applications, 
concepts, and word problems. Some tests will rely more heavily on 
math facts. At the opposite extreme, some will emphasize concepts and 
solution of word problems. The same students will likely score differ- 
ently on different tests, depending on what is being tested and how it 
is tested. Thus, although it may appear intuitively plausible that test 
results can be compared in terms of a common metric-ffect size- 
different tests represent different measurement systems. Some are con- 
sidered to be more difficult than others because they have more com- 
plex calculations, harder problems, or rely more heavily on speedy 
solutions under rigorous timing restrictions. To some degree each test 
is measuring a different set of outcomes, and its results are not strictly 
comparable with the results of other tests, even though one can 
mechanically compute effect sizes for each. 

A related problem is the issue of whether an evaluator uses a broad 
spectrum test or one that is tailored to the curriculum that a reform 
represents. If a school reform model uses a prescriptive approach to 
curriculum content and instructional strategies, it will seem natural to 
align it with a specific test that measures the success of that approach. 
Thus, the criterion of effectiveness will match the intervention closely. 
But where the school reform model leaves a wide range of discretion 
for schools to construct their own curriculum content and instruc- 
tional strategies, it is unlikely that one test instrument will closely 
match the goals of all the schools using that model. Further, school dis- 
tricts and states mandate many different tests, none of which may align 
perfectly with the subject area as defined by the various school reform 
models. 

The result is that achievement measured by a test that is aligned 
with the specific curriculum content that is taught and the instruc- 
tional strategies that are used is likely to be greater than by an inde- 
pendently prepared test. In general, this means that school reforms 
using aligned tests to measure results will show better results than 
those using more general testing systems. As an example, a Success €or 
All school was matched with a comparison school to assess the gain in 
reading over an academic year. On the aligned tests used by Success for 
All, there was a statistically significant difference in reading in favor of 
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the Success for AU school. But when the Tennessee Assessment System 
was used to make the comparisons, there were no statistically signif? 
cant differences between the Success for All and the comparison school 
in reading or any other subject (Ross & Smith, 1994). 

Several of the school reform models-such as the Coalition of 
Essential Schools and Accelerated Schools-place an emphasis on 
student performance on real-world or authentic tasks rather than 
on test problems which are usually far removed from those tasks. 
For example, instead of a test of knowledge of chemistry, a perfor- 
mance evaluation might require the student to analyze a “mystery” 
substance for its elemental components, testing the student’s abili- 
ties to use logic, intuition, knowledge, and laboratory procedures to 
accomplish a real-world challenge. An evaluation of a student’s mas- 
tery of a Shakespearean tragedy might entail the writing of a short 
work embodying the style of that form of literature with a presenta- 
tion before the class and a demonstration of how it meets the crite- 
ria, as well as knowledgeable responses to questioning. 

Consider the comparison for effectiveness of a school reform 
that is focused on performance assessment with one focused on cri- 
teria that are directly measurable by a standardized test. The stan- 
dardized test will be far more closely aligned with the latter than the 
former. And what appears to be a neutral measure of assessment, 
such as a chemistry test or English test, or a history test, or mathe- 
matics, test will not be neutral at all. For the test-driven curriculum, 
students will be repeatedly tested, in the standardized format with 
both testing experience and curriculum goals contributing to their 
test performance (McNeil & Valenzuela, 2000). In the school 
emphasizing performance assessment, both the goals and the stu- 
dents’ experiences will not match up well to standardized tests. The 
result is that comparisons of effectiveness of school reforms will be 
problematic when a single set of standardized tests is used to assess 
reforms whose goals differ so substantially from reform to reform. 

A particularly challenging aspect of the existing evaluations of 
effectiveness of whole school reforms is that most have been done by 
the sponsors of the reforms. Almost three decades ago James Q. Wilson 
(1973) set out two laws that he believed apply to all cases of social sci- 19 
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ence evaluation of public policy: 

First Law: All policy interventions in social problems produce 
the intended effect-if the research is carried out by those 
implementing the policy or their friends. 

Second Law: No policy intervention in social problems pro- 
duces the intended effect-if the research is carried.out by 
independent third parties, especially those skeptical of the 
policy. (p. 133) 

Wilson is not accusing developers or their friends of fudging the 
data to support effectiveness claims, but simply stating that different 
standards of evidence and method used by evaluators who are assess- 
ing their own interventions tend to impart an upward bias. There are 
many areas for judgment calls in evaluation. In general, the sponsors 
or their colleagues accept conditions, methods, and measures that are 
more favorable to their interventions than they would if they were 
evaluating competing models. Scriven ( 1976) has written comprehen- 
sively and perceptively on evaluation bias. 

Third-party evaluations are defined as those meeting two condi- 
tions. First, the evaluations are carried out by independent evaluators 
who have virtually no personal or institutional links to thesponsors of 
the reform. Second, they are not funded directly by the reform spon- 
sors or developers. Using these criteria, Cook, Hunt, and Murphy 
(ZOOO), Cook et al. (1999), and MUsap et al. (2000) have carried out 
third-party studies of the Comer model. MDRC has carried out a 
third-party study of Accelerated Schools (Doolittle, 2001); the Center 
for Social Organization of Schools at Johns Hopkins University (Mac 
Iver et al., 2000; Stringfield, Datnow, et al. 1998) completed third-party 
evaluations of Core Knowledge Schools; and Supovitz and colleagues 
(2001) at the Center for Policy Research in Education undertook a 
third-party evaluation of America’s Choice. (The study of America’s 
Choice was funded by the sponsoring organization, so it does not meet 
the condition of independent funding.) The RAND Corporation has 
carried out third-party evaluations of the New American Schools 
models7 

Most evaluations of whole school reforms have been carried out 
by the sponsors of the reforms rather than by third parties. Even 20 
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attempts to summarize results across the different reforms have been 
carried out primarily by those associated with specific reforms. For 
example, a highly-publicized, “third-party’’ review of evidence on 
effectiveness of school reform models was carried out under the aegis 
of the American Institutes of Research (Herman, 1999), but the direc- 
tor of the study had recently shifted employment from an organization 
sponsoring one of the reforms and had collaborated previously in a 
laudatory evaluation of that reform (Stringfield, Millsap, & Herman, 
1998). Studies undertaken by school districts or their schools may be 
biased in either direction depending upon their point of view on a 
reform. This certainly seems to be a point of contention surrounding 
the evaluation of the whole school reforms in Memphis, which result- 
ed in a report prepared for its school board recommending the aban- 
donment of all such reforms (Calaway, 2001). 

As the literature predicts, third-party evaluations tend to find 
more modest effectiveness results than the assessment results of stud- 
ies of the sponsors of those reforms.’ The RAND evaluation of New 
American Schools found that fewer than half of the schools showed 
achievement gains in reading or mathematics that were greater than 
those of the districts overall in which they were located. Bear in mind 
that by chance about half will be above the district average. The con- 
trast between the assessments reported by the sponsors of the models 
and the RAND result is striking. For example, the summary of evalu- 
ation results for Success for All and Roots and Wings (Roots and Wings 
is an expanded Success for All model including other subjects as well 
as reading) reports consistent and overwhelming evidence of effective- 
ness, primarily on the basis of the sponsor’s own evaluations (Slavin & 
Madden, 1999). In contrast, the RAND evaluation (Berends et al., 
2001) found that fewer than half of the Roots and Wings schools had 
achievement gains greater than their districts. Although America’s 
Choice showed significant gains in reading and mathematics relative to 
comparison schools in three school districts, the RAND evaluation of 
its New American Schools found that only slightly more than half did 
better than their districts in mathematics and only a quarter of the 
schools did better in reading. 

In a study of achievement using the value-added approach, the 
first wave of reforming schools in Memphis had much better results 
than a matched group of non-reforming schools (Ross et al., 1999).9 
But a more recent report sponsored by the Memphis School District 21 
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that evaluated all of the schools engaged in reform, including those 
that started later, found virtually no improvement in achievement 
among the reform models (Calaway, 2001). 

This contrast in results provides a good example of the dilemma 
of attempting to compare differences in reform models. For the same 
set of school reforms and the same setting, the results differ markedly. 
Why? The two studies differ remarkably in their samples, time frames, 
and methods, all matters of judgment or choice in the evaluation 
process. Moreover, the potential orientations of the two evaluation 
groups are different. The Ross et al. (1999) study, with three of its coau- 
thors associated with one of the models and its principal author also 
affrlated with the New American Schools evaluations, has made eval- 
uation choices that are more likely to favor findings of effectiveness. 
For example, because only the first wave of schools that volunteered for 
school reform is included, the sample is likely to have an upward bias 
relative to the later schools that were required to adopt a reform under 
an imposed deadline. In contrast, the study by the Memphis City 
Schools (Calaway, 2001) was prepared for a school board meeting in 
which the new Superintendent was ready to recommend the dropping 
of all school reforms promoted by the previous Superintendent. The 
result is that schools which had barely begun to engage in the reform 
process and which had been pressured to adopt a reform were bundled 
along with those that had actually implemented the reforms. 

In summary, evaluations designed to assess the effectiveness of the 
different school reform models are premised on choices of samples, 
measurements, methods of evaluation, and interpretations that differ 
markedly among evaluations. In particular, evaluations of sponsors 
tend to select “successful” schools and ignore those where the results 
are not salubrious, and to select outcome measures that are aligned 
with their own purposes as well as methods of analysis (e.g., in choice 
of comparison schools) that tend to favor their reforms. Third-party 
evaluations may sample differently, use outcome measures that are 
broader, and employ methods that are not necessarily favorable or sen- 
sitive to specific reform strategies. Among both first-party and third- 
party evaluations, inconsistencies in evaluation procedures from study 
to study are likely to account for much of the observed difference in 
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outcomes. A reasonable conclusion is that the body of effectiveness 
results that is presently available is based upon such different samples, 
methods, and measurements that direct comparison is inappropriate 
and can be very misleading. More contentious is the fact that even 
within a single method the evaluations of sponsors tend to overstate 
the effectiveness that might be expected in a random replication. 

23 
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Two main issues emerge in considering the measurement of 

costs as evaluators apply cost effectiveness analysis to whole school 
reforms: first, how the cost methodology should be chosen and 
applied; and second, how reallocations should be treated. Sadly, to 
date, neither has the appropriate cost methodology been used, nor 
have reallocations of resources been treated appropriately in cost 
analysis of whole school reforms. 

As described above, the concept and procedures for measuring 
costs are fairly straightforward, certainly in comparison with those 
for measuring effectiveness (Levin & McEwan, 2001). The problem 
is that they have rarely been followed in education, and the advent 
of whole school reform has not changed this practice (Levin, 2001). 
Cost analysis begins with the recognition that resources have value 
in alternative use, whether paid for or donated, and the most valu- 
able alternative use determines the cost value of the resource (Levin 
& McEwan, 2001). Thus, an exhaustive search must be undertaken 
to specify all of the resources or ingredients that are necessary for the 
reform model. Again, the concern is to estimate the cost of a typical 
replication. Often the initial implementations of a model receive 
considerable personnel attention and other resources as the spon- 
sors of the intervention go to heroic measures and draw upon devel- 
opmental resources to make their intervention work. Often these 
extra resources are not accounted for because they were thought to 
be incidental or not absolutely necessary to the design of the inter- 
vention. Nevertheless, they must be assumed to contribute to the 
effectiveness unless it can be shown that a “slimmed-down” version 
gets equal results. So, evaluators must be careful not to relate the 
effectiveness of the initial version with the costs of a slimmed-down 
replication. Only the ingredients associated with the particular ver- 
sion whose effectiveness is being assessed provide a proper basis for 
the cost estimate. 

Drawing upon multiple sources of information will provide the 24 
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most accurate determination of required ingredients. Initially, it is 
best to review reports and other documents which describe the 
development of the intervention and its requirements. This scrutiny 
wiU sensitize the analysis to the types of ingredients that are neces- 
sary and will enable the drafting of a preliminary list that identifies 
the ingredients in sufficient detail so that later the costs of each can 
be specified. Thus, for example, specifymg the need for a full-time 
teacher or half-time administrator is not sufficient; some details on 
the qualifications for these positions are also required. 

Direct observation of a replication at a representative site or a 
random selection of sites is the second source of information. 
Observation can be used to verify ingredients and their descriptions. 
But in addition, the direct observations are used to ascertain other 
resources that might be used-such as personnel, facilities, equip- 
ment, materials, services, insurance-which might not have been 
identified or were not identifiable from the initial documents. This 
investigation is combined with information from a third source, 
that of interviews with both key personnel and those involved in 
daily operations. As observations are made, it is important to ask 
staff about their functions, what other personnel are involved (since 
some may be part time, occasional, and away from the site), what 
outside services are used, which particular facilities are necessary to 
the intervention, and so on. When a final list of ingredients is drawn 
up from the three sources (documents, observations, and inter- 
views), it is useful to verify its accuracy with someone who has 
authoritative knowledge about the intervention. It is also important 
to determine if these are the ingredients required for replication or 
are partially idiosyncratic to the sites being assessed. 

The ingredient information is usually arrayed on a financial 
spreadsheet (e.g., EXCEL) according to major categories of person- 
nel, facilities, equipment, materials, and miscellaneous. Each of 
these can be divided into sub-categories. At this point it is necessary 
to estimate the cost values of the ingredients. One possibility is to 
estimate the local costs at the site or sites being scrutinized. But the 
problem with this approach is that such costs may be idiosyncratic 
to the sites and not generalizable to other sites. For example, in areas 
of high real estate costs, facilities may cost considerably more than 
in other areas. The costs of education personnel wiU tend to be high- 
er in areas with a higher cost of living and higher salaries generally. 25 
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Of course, at any specific local site, costs should be estimated for that 
site, but when making overall cost-effectiveness comparisons, it is 
usually better to get a “standard cost”: the average cost for a partic- 
ular geographical area. These standard costs can be applied to all of 
the interventions that will be compared for cost effectiveness.1° 

Methods for estimating costs of ingredients are found in Levin 
& McEwan (2001). However, it must be kept in mind that any 
resources that have value in alternative uses represent a cost, even if 
the resource is donated. The issue of who pays for a resource is sep- 
arate from whether a cost is incurred. The same is true for a subsi- 
dized ingredient such as a facility that is paid for by another level of 
government. The cost is the value of the facility over the life of the 
intervention. That and other costs can be allocated to different con- 
stituencies or entities that bear the cost (Levin & McEwan, 2001). 

Costs must then be determined for each alternative and com- 
pared with the effectiveness of each. All the costs should be includ- 
ed in this comparison.l For educational interventions, the cost per 
student is often taken as the criterion and compared with average 
achievement gain per student. However, this mitigates against pro- 
jects that have a large fixed cost such as those that require a sub- 
stantial investment in capital equipment that can accommodate a 
very broad range of enrollments. At lower enrollments the cost per 
student will be high because the fixed costs must be divided among 
a very small number. However, with larger enrollments the fixed 
costs do not rise commensurately so that average cost per student 
drops. Therefore, the comparison of costs must be sensitive to dif- 
ferent levels of scale rather than relying on a single enrollment level 
to estimate costs. 

Two early attempts to measure the costs of whole school reforms 
are worthy of mention. King (1994) attempted to estimate the costs of 
three different approaches: Success for AU (Slavin et al., 1990), the 
School Development Program (Comer, 1988), and Accelerated 
Schools (Hopfenberg et al., 1993). It is important to bear in mind the 
different foci of these reforms: the first of these is a highly prescribed 
approach to preventing failure in early childhood reading, the second 
applies a child development process and community involvement to 26 



the entire school program, and the third represents an effort to trans- 
form schools and classrooms by replacing remediation with educa- 
tional enrichment usually provided to gifted and talented students. 
King used an appropriate conceptual framework in selecting the 
ingredients approach in which she intended to specify the resources 
used in each intervention and place cost values on them for purposes 
of comparison. However, she did not gather the ingredients directly 
from field implementation of the models, but relied instead on gen- 
eral descriptions of the models that did not provide any detail from 
actual experience. It would have been preferable if ingredients had 
been derived from the actual replications of the models, given the 
many replications for all three models at the time of her research, 
rather than from general descriptions of the models. Using the ingre- 
dients framework as a guideline, she found substantial differences in 
costs among the three models. Accelerated Schools had the lowest cost 
per student, Success for All had the highest cost, and the School 
Development Program was intermediate between the two. No 
attempt was made to measure effectiveness. 

In a more recent study, Barnett (1996) attempted to compare 
both costs and effectiveness of the same three models. Although his 
study is more comprehensive than King's, he also had difficulty in 
providing data on costs and effectiveness. For reasons set out above 
about the difficulty of comparing effectiveness, he was able to accom- 
plish more on the cost side than on the effectiveness side. Using the 
ingredients approach and somewhat more extensive documentation 
than that available to King (because of the later date of his research), 
Barnett was able to make estimates of costs for each model. He, too, 
relied extensively on documents that suggested the cost elements 
instead of collecting data directly from school sites. The preferred 
method is to base costs on the value of the actual ingredients used in 
an intervention (Levin & McEwan, 2001). Barnett also found that 
Success for AU showed the highest cost per student and Accelerated 
Schools showed the lowest costs, with the School Development 
Program occupying the middle position. Barnett made an attempt to 
determine the effectiveness of the interventions, but found that the 
available data were insufficient to make direct comparisons. He con- 
cluded that all three models show promise of being effective, but was 
unable to draw more precise conclusions. 

Both the King and Barnett studies are pioneering in their 27 
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attempts to cope with the tremendous complexities of doing cost- 
effectiveness comparisons among whole school change projects. 
Nevertheless, their studies fall short of providing comprehensive 
cost-effectiveness results because of the inadequacy of existing data 
and other obstacles that will be developed in the next sections. 

In some cases a whole school reform will require considerable 
additional resources beyond those initially deployed to meet its 
goals. Specific personnel, facilities, equipment, or additional per- 
sonnel time will prove necessary. But instead of financing these 
requirements with additional funds, existing resources are reallocat- 
ed from other uses. For example, a school may be expected to give 
up other programs and activities to finance the ingredients needed 
for the reform. To the naive observer the reform may appear to be 
costless. This assertion assumes that the resources had no produc- 
tive use whatsoever before they were reallocated. That is, they 
acquired value only after being redirected to the reform effort. 

In order for reallocation to be legitimately costless, it must be 
shown that there is no loss of other valued outcomes; that is, that the 
reallocated resources represent a deadweight loss in their previous 
use, producing nothing of value. But if the resource had any value at 
all previously, the value should be allocated as a cost to the reform 
effort. Without a complete mapping and measurement of all valued 
outputs in assessing effectiveness, it would be impossible to ascer- 
tain that cost. When something of value is sacrificed, there is an eco- 
nomic cost. Accordingly, the true cost of the school reform is not 
only any additional resources that are added, but also the value of all 
resources that are reallocated from unmeasured outputs to the mea- 
sured ones. Only if an evaluator can show that none of the other 
outputs are affected by the reallocation can it be considered costless. 
More likely the resources were at least somewhat productive in their 
initial use. As a practical matter, taking resources from one activity 
(e.g., music or social studies or special education) may solve the 
challenge of financing new programs. But to assert that there is no 
cost is incorrect. 

Consider a shift in teachers and teacher time from one subject 
to another. The cost is the value of what is given up in productivity 28 
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in the other subject. If time devoted to reading is increased by one 
hour at the expense of one hour of mathematics, it is likely that the 
mathematics performance of students will be affected. Thus, the 
redeployment of resources in this case is not costless, and to make- 
up any loss in mathematics achievement would likely require 
replacement of the reallocated resources. l2 Even such “popular” 
redeployments as gaining resources through reducing extracurricu- 
lar activities will not be costless if they lead to less student engage- 
ment, higher dropout rates, and more student delinquency in the 
hours that would have been taken up by these activities. 

This means that a cost-effectiveness analysis of school reforms 
that focuses on only a single or a limited set of outcomes by reallocat- 
ing resources must undertake one of two tasks. First, it can choose to 
specify the major outcomes of the school, whether they are addressed 
by the reform or not, and measure the changes in all outputs result- 
ing from the intervention, to ascertain the impact on both the out uts 
of focus and those from which resources have been reallocated. p3 A 
more modest approach would be limited to measuring changes only 
in those outputs that would appear to be impacted by the reallocation 
to assess how they are affected along with those to which the recources 
are addressed. This more limited undertaking would require identify- 
ing the source of the reallocations and including those outputs in the 
analysis. Simply assuming, without direct verification, that realloca- 
tion is costless and that nothing is given up in that process is inap- 
propriate and almost certainly incorrect. 

If the data for making comparisons in effectiveness of whole 
school reform models are wanting, data on costs are almost nonex- 
istent. There are virtually no systematic studies of costs using the 
ingredients or resource method other than the attempts by King 
(1994) and Barnett (1996). Typically, the costs used are limited to 
those paid to the sponsor of the model for adoption and technical 
assistance. For example, the New American Schools “price list” for 
2001-02 for the school reform models that it represents varies from 
about $45,000 a year to about $100,000 for schools with about 500 
students.14 This would appear to be about $90 a year to $200 a year 
per student. The comparison of models by Herman (1999) reports 
values in this range, but much lower if “current staff are reassigned.” 

For almost all the models the costs for contracting with the 
developer are the part of the iceberg that is visible. Below the surface 29 
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there are costs of additional personnel to implement the models, 
such as coaches, teachers, coordinators, and, perhaps, materials, and 
travel. For example, the Accelerated Schools Project requires a quar- 
ter-time external coach and internal facilitator for each school, and 
most of the other models require a full-time coordinator. Success for 
All requires teachers who will serve as tutors for at least 30 percent 
of first graders with 8-1 1 students per teacher, a minimum of three 
full-time, additional teachers, and a full-time coordinator of family 
support. These five positions with salary and fringe benefits com- 
prise an additional cost of $250-300 thousand dollars. Odden, 
Archibald, and Tysen (2000) suggest that another model, Modern 
Red Schoolhouse, is even more costly, although the details of the 
methodology and their application in particular settings (as 
opposed to theoretical costs) are not identified. 

Many of the developers of reform models argue that all of these 
costs can be covered by Federal grants such as Title I or through real- 
locations. This is a view that is reinforced by a noted expert in 
financing education, Alan Odden (Odden & Archibald, 2001; 
Odden et al., 2000). But virtually no attempt is made to consider 
what is being sacrificed when resources are shifted from one use to 
another. The result is that these reallocations are treated as costless. 
In fact, however, many schools find out later that the total cost of 
reform is much higher in terms of resource requirements than the 
cost information provided by the reform sponsor if they do not 
wish to sacrifice other ~ r 0 g r a m s . l ~  

As discussed above, the cost of an intervention must be based 
upon the value of all of the resources that are required to replicate 
it. Once the costs are determined, it will be necessary to figure out 
how to fund the intervention. Reallocation of resources is a method 
of financing, but it is not cost free, as some advocates have claimed. 
The appropriation of all Title I funds for a school reform program 
devoted to one or two subjects entails sacrifices of other beneficial 
uses of those funds. These sacrifices may include the loss of benefits 
from screening and intervention programs for students health 
needs, psychological services, after-school programs, and academic 
activities. Cost analysis must take this into account. 30 
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mNcLu§IoN§ m IRlEm-moN§ ........................................................................ 
The bottom line is that available data are not sufficient to make 

cost-effectiveness comparisons among the different whole school 
reform models. The effectiveness results are not based upon a stan- 
dard sampling strategy among schools. Measures of outcomes favor 
some models over others and are particularly deficient where 
reforms are focusing on more than one or two outcomes. Evaluation 
models differ substantially in both their design and the quality of 
their implementation. Further, cost data are not based upon a rig- 
orous methodology for identifying the actual resources required for 
replication and obtaining accurate estimates of their costs. In par- 
ticular, the recommendations of model sponsors to reallocate 
resources tend to hide the true cost of the reforms because they 
ignore what is being given up when resources are reallocated. 

This raises the question of what needs to be done to obtain 
comparability for cost effectiveness purposes. 

( 1 )  Combine for comparison those groups of reforms with similar 
goals rather than impose the same outcome criterion on all models. 
If reforms aim to increase student discourse, problem solving, 
research, and artistic endeavors, limiting outcome measures to stan- 
dardized tests of reading and mathematics will be inappropriate. 

(2) Include in the sample a population representative of all attempts 
to replicate the model or some other consistent criterion, rather than 
permit evaluators (especially first-party evaluators or reform spon- 
sors) to select their samples on the basis of convenience or ostensi- 
ble success. 

(3) Use a similar set of methodologies in making comparisons, not 
only in evaluation design, but in details such as how comparison 
schools are selected in the event of quasi-experimental designs using 
comparison schools. 

(4) Employ a rigorous and systematic methodological approach to 
cost estimation based upon the state-of-the-art. 

(5) Employ third-party evaluators who are both disinterested in the 3 1 
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outcomes and funded by organizations other than an individual 
reform sponsor. 

(6) Increasefinding for evaluations of whole school reforms by gov- 
ernment agencies and charitable foundations that are ostensibly 
neutral and do not favor a particular reform for ideological reasons. 

Above all, the audiences for such evaluations should be made 
aware of the flaws in existing comparisons and “marketing” claims 
of superiority of one model over another. Although the challenges 
of making truly comparable cost-effectiveness comparisons are 
great, it is clear that the knowledge base can be improved consider- 
ably. At the present time, those who use evaluations of whole school 
reforms for making adoption decisions should augment the evalua- 
tions with other data. These data might include school visits for 
interviews and observations, as well as broader measures of school 
success and detailed resource requirements fi-om those sites rather 
than limiting their perspectives to existing evaluation reports. 

38 32 
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J E r n N r n  ........................................................................ 
1. See Northwest Regional Educational Laboratory (2001) for a more 
nearly complete list with details of each model. See also Desimone (2000) 
for in-depth descriptions of 24 reform models. 

2. Slavin and Fashola (1998) and Herman (1999), the authors of the 
effectiveness comparisons of the different models, have been associated 
with a particular reform, Success for All and Roots and Wings, although 
Herman’s study was done subsequently when she was an employee of the 
American Institutes of Research. It is also important to note that there are 
far more evaluations of Success for All than of the other reforms because 
of Robert Slavin’s concern with demonstrating the effectiveness of his 
reform model. In this respect we owe Slavin an important debt. The down- 
side of that largesse is that the evaluations of Success for All provide many 
of the examples of issues that are raised in this paper. 

3. Slavin and Madden (1999) erroneously refer to evaluations of Success 
for All as experiments even though they do not use random assignment as 
the basis for comparison. 

4. Even random assignment among “bought-in” schools might not pro- 
vide appropriate comparisons if the schools that are randomly rejected for 
school reform experience a “let-down’’ because of the rejection. See 
Fetterman (1982). 

5.  Although all of the models seem to set similar criteria in their printed 
materials, the verification of buy-in varies profoundly from model-to-model 
and, perhaps, even school-to-school within models. See Datnow (2000). 

6. Olejnik and Algina (2000) provide a cogent presentation on the limits 
of using measures of effect sizes for comparative studies. They conclude 
that ‘I.. .measures of effect size are affected by the research design used” (p. 
280). Their cautions on the variability of effect size that is based upon dif- 
ferences in evaluation methods rather than differences in “true” effects are 
much more extensive than the measurement issue raised here. Also see 
Lipsey (1999) and Hunter and Schmidt (1994). 

7. There has been considerable controversy over what is a third party eval- 
uation, particularly for Success for AlURoots and Wings as reflected in the 
exchange between a critic, Pogrow (2000), and the founders of Success for All, 
Slavin and Madden (2000). Slavin and Madden assert that anyone not situat- 33 
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ed in their foundation or at their center at Johns Hopkins University are third 
parties even if they are or have been closely associated with his organizations 
as collaborators, consultants, or former employees. Most of the Success for All 
evaluations have been done by persons who have been associated with the 
organizations of the founder in one or more significant respects. 

8. For example, Cooper, Charlton, Valentine, & Muhlenbruck (2000) 
found that in a meta-evaluation of summer school effectiveness, the inter- 
nal evaluations produced effect sizes about twice as large as external evalu- 
ations. 

9. The principal coauthor and two of the others among the five coau- 
thors were affiliated with Success for AU/Roots and Wings, which was 
found to have the largest average effect size across subjects. Slavin and 
Madden (2000) have argued that the inclusion of two outsiders make this 
a third-party study. 

10. An important point made by Steve Barnett to me is that projects may 
udize larger amounts of resources that are donated by other entities, such as 
contributed time of volunteers or a facility that is provided at no cost to the 
project, than would be used if they were paid for at full cost. Thus, it is impor- 
tant to ascertain what the necessary ingredients would be in the absence of 
this type of “distortion,” that is, when full costs are taken into account. 

11. For example, some of the reform models have persistent high turnover 
among teachers. This imposes a cost on schools and on districts for teacher 
selection, training, and personnel accounting that is not captured by typi- 
cal cost studies. These costs are especially high at a time of teacher short- 
ages. 

12. A concrete example is provided in a study of a major school reform that 
focused on reading. Both instructional time and personnel were redeployed 
from other subjects and activities to readmg. Although reading gains were 
higher in the intervention school, mathematics gains were higher in the 
matched comparison school (Jones, Gottfredson, & Gottfredson, 1997). 

13. This matches the problem on the output side of valuing total output 
when it is divided among many non-commensurate dimensions. See Levin 
and McEwan (2001), Chapter 8. 

14. Success for All is a reading program. It charges about $75,000-85,000 
a year in the initial year and twice that if Math Wings (a math program) is 34 
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added as part of Roots and Wings, or about $150,000 a year. This is about 
$300 a year per student for contracting with the developer, but not includ- 
ing any costs for additional resources at the school site. 

15. In the course ofwriting this paper I came across an attempt to do a cost- 
effectiveness analysis of the persisting effects of Success for All relative to 
reductions in class size and a preschool program (Borman & Hewes, 2001). 
Although I admire this as a first effort, it suffers from the flaw of both “cost- 
less” reallocation and of not considering the costs of resources provided by 
other agencies such as social workers. It is also based upon the initial replica- 
tions of the project in Baltimore, the site of the sponsoring institution. The 
substantial assistance by professional and other staff in implementing the 
project at those sites is not included in the measured costs in this study. In 
addition, it is inconsistent in comparing its figures with the putative full cost 
of class size reduction and preschool programs, since each of these could also 
“reduce” costs through reallocation of resources or through obtaining 
resources from external sources. Perhaps the largest bias is introduced by 
charging the full cost of class size reduction to reading, rather than recogniz- 
ing that class size reductions also improve mathematics (as in the Tennessee 
experiment) and other subjects and activities. The preschool program also is 
devoted to a wide range of child outcomes. Previous studies have charged 
one-third of the cost of class size reduction to the improvement of reading 
(Levin, Glass, & Meister, 1987). When this adjustment is made, the cost effec- 
tiveness estimate for class size reduction is superior to that of Success For All 
by about 2.5 to 1. For examples of class-size reduction through redeployment 
of teachers (in one case in a Success for All school), see Miles and Darling- 
Hammond (1998). 

35 

E R I C  C L E A R I N G H O U S E  O N .  E I ) U C A T I O N  



m m c m  ........................................................................ 
Barnett, W.S. (1996). Economics of school reform: Three promising models. In 

H.F. Ladd (Ed.), Holding schools accountable (pp. 299-326). Washington, 
DC: The Brookings Institution. (ED 396 428) 

Begg, C. B. (1994). Publication bias. In H. Cooper & L.V. Hedges (Eds.), The hand- 
book of research synthesis (pp. 399-410). New York: Russell Sage Foundation. 

Berends, M., Kirby, S.N., Naftel, S., & McKelvey, C. (2001). Implementation and per- 
formance in New American Schools. Santa Monica, CA: RAND. (ED 451 204) 

Bloom, H., Ham, S., Kagehiro, S., Melton, L., O’Brien, J., Rock, J., & Doolittle, F. 
(2001). Evaluating the Accelerated Schoolsprogram: A look a t  its early imple- 
mentation and impact on student achievement in eight schools. New York 
Manpower Development Research Corporation. 

Borman, G.D., & Hewes, G.M. (2001). The long-tern1 effects and cost-effectiveness of 
Success for All. Available: www.successforall.net/resource/researchpub.htm 

Boruch, R. (1997). Randomized experiments for planning and evaluation: A prac- 
tical guide. Thousand Oaks, C A  Sage. 

Bowles, S., & Gintis, H. (2000). Does schooling raise earnings by making people 
smarter? In K. Arrow, S. Bowles, & S. Durlauf (Eds.), Meritocracy and eco- 
nomic inequality (pp. 118-36). Princeton: Princeton University Press. 

Calaway, F. (2001). Evaluation of the comprehensive school rtform models in the Memphis 
City Schools. Memphis: Memphis City Schools, Office of Research & Evaluation. 

Comer, J. (1988, November). Educating poor minority children. Scientific 
American, 259(5), 42-48. (EJ 386 132) 

Cook, T.D., & Campbell, D.T. (19794. Quasi-experimentation: Design Q analysis 
forfield studies. Chicago: Rand McNally. 

Cook, T.D., & Campbell, D.T. (Eds.). (1979b). Quasi-experimeiitation: Design Q 
analysis issues for field settings. Boston: Houghton Mifflin. 

Cook, T.D., Farah-Naaz, H., Phillips, M., Settersten, R.A.; Shagle, S.C., & 
Degirmencioglu, S.M. ( 1999, Fall). Comer’s School Development Program 
in Prince George’s County, Maryland: A theory-based evaluation. American 
Educational Research Journal, 36(3), 543-97. (EJ 613 947) 

Cook, T.D., Murphy, R.F., & Hunt, H.D. (2000, Summer). Comer’s School 
Development Program in Chicago: A theory-based evaluation. American 
Educational Research Journal, 37(2), 535-97. (EJ 624 133) 

Cooper, H., Charlton, K., Valentine, J.C. & Muhlenbruck, L. (2000). Making the 
most of summer school: A meta-analytic and narrative. Monographs of the 
Society for Research in Child Development, 65(1), 1-1 18. (EJ 630 022) 

Cuban, L. (1993). How teachers taught: Constancy and change in American class- 
rooms, 1890-1990 (2nd Ed.). New York Teachers College Press. (ED 388 482) 

Datnow, A. (2000, Winter). Power and politics in the adoption of school reform 
models. Educational Evaluation and Policy Analysis, 22(4), 357-74. 

Desimone, L. (2000). Making comprehensive urban school reform work. Urban 
Diversity Series No. 112. New York Teachers College, ERIC Clearinghouse 
on Urban Education and the Institute for Urban and Minority Education. 

36 (ED 441 915) 

E n i c  c i . E A n i N C t i & 4 2 E  O N  U R B A N  E i > u c A T i o N  
a i  



Doolittle, F. (2001, April). Using interrupted time-series analysis to measure the 
impacts of Accelerated Schools on the performance of elementary school stu- 
dents. Paper presented at the Annual Meeting of the American Educational 
Research Association, Seattle. New York: Manpower Development Research 
Corporation. 

Edmonds, R. (1979, October). Effective schools for the urban poor. Educational 
Leadership, 37( I ) ,  15-18, 20-24. (EJ 208 051) 

Fetterman, D.M. (1982). Ibsen’s baths: Reactivity and insensitivity. Educational 
Evaluation and Policy Analysis, 4(3), 261-79. 

Finnan, C., & Levin. H. (2000). Changing school cultures. In  H. Altrichter & J. 
Elliott (Eds.), Images of educational change (pp. 87-99). Philadelphia: Open 
University Press. 

Fullan, M. (1991). The new meaning of educational change. New York Teachers 
College Press. 

Glass, G.V., McGaw, B., & Smith, M.L. (1981). Meta-analysis in social research. 
Beverly Hills, CA: Sage. 

Grissmer, D. (2002). Cost-effectiveness and cost-benefit analysis: The effect of 
targeting interventions. In H. Levin & P. McEwan (Eds.), Cost-efiectiveness 
and educational policy. Yearbook of the American Education Finance 
Association. Larchmont, N Y  Eye on Education. 

Hargreaves, A., Lieberman, A., Fullan, M., & Hopkins, D. (Eds.). (2000). International 
Handbook of Educational Change (Parts One and Two). Boston: Kluwer. 

Herman, R. (1999). A n  educators’ guide to schoolwide reform. Arlington, VA: 
Educational Research Service. 

Hopfenberg, W.S., Levin, H., Chase, C., Christensen, S.G., Moore, M., Soler, P., 
Brunner, I . ,  Keller, B., & Rodriguez, G. (1993). The Accelerated Schools 
resource guide. San Francisco: Jossey-Bass. (ED 365 758) 

Hunter, J. E., & Schmidt, EL. (1994). Correcting for sources of artificial variation 
across studies. In H. Cooper & L.V. Hedges (Eds.), The handbook of research 
synthesis. New York: Russell Sage Foundation. 

Inkeles, A. ( 1966).The socialization of competence. Harvard Educational Review, 

Jones, E., Gottfredson, G., & Gottfredson, D. (1997). Success for some: An eval- 
uation of the Success for All program. Evaluation Review, 21(6), 599-607. 

Kane, T.J., & Staiger, D.O. (2001). Improving school accountability measures. 
Working Paper 8156. Cambridge, MA: National Bureau of Economic 
Research. Available: www.nber.org/papers/w8 1 56 

Kerbow, D. (1996). Patterns of urban student mobility and local school reform. 
Technical Report No. 5. Baltimore, MD: Johns Hopkins University, Center 
for Research on the Education of Students Placed At Risk. (ED 402 386) 

King, J.A. (1994, Spring). Meeting the educational needs of at-risk students: A 
cost analysis of three models. Educational Evaluation and Policy Analysis, 
16( l ) ,  1-19. 

Levin, H. (1991). Cost-effectiveness at quarter century. In M.W. McLaughlin & 
D.C. Phillips (Eds.), Evaluation and education: At quarter century. Ninetieth 
Yearbook of the National Society for the Study of Education (Part 11, pp. 

36(3), 265-83. 

189-209). Chicago: University of Chicago Press. 37 
E R I C C I. E A R I N C H 0 U S C 0 g,3R B A N B I) U C A T I 0  N 



Levin, H. (1997, June). Raising school productivity: An x-efficiency approach. 
Economics of Education Review, 16(3), 303- 11.  (EJ 547 333) 

Levin, H. (2001). Waiting for Godot: Cost-effectiveness analysis in education. In 
R.J. Light (Ed.), Evaluation findings that surprise. New Directions for 
Evaluation, 90 (pp. 55-68). San Francisco: Jossey-Bass. 

Levin, H.M., Glass, G., & Meister, G. (1987, February). Cost-effectiveness of com- 
puter-assisted instruction. Evaluation Review, 11( l ) ,  50-72. (EJ 353 322) 

Levin, H.M., & McEwan, P.J. (2001). Cost-eflectiveness analysis: Methods and 
applications (2nd Ed.). Thousand Oaks, C A  Sage. 

Lipsey, M.W. (1999). Can rehabilitative programs reduce the recidivism of juve- 
nile offenders? The Virginia Journal of Social Policy and the Law, 6(3), 61 1- 
41. 

Mac Iver, M., Stringfield, S., & McHugh, B. (2000). Core Knowledge curriculum: 
Five-year analysis of implementation and efects in five Maryland schools. 
Report No. 50. Baltimore: Johns Hopkins University, Center for Research 
on the Education of Students Placed At Risk. 

McCain, L.J., & McCleary, R. (1979). The statistical analysis of the simple inter- 
rupted time-series quasi-experiment. In T.D. Cook & D.T. Campbell (Eds.), 
Quasi-experimentation: Design Q analysis issues for field settings (pp. 233- 
93). Boston: Houghton Mifflin. 

McGaw, B. (1994). Meta-analysis. In T. Husen & T.N. Postlethwaite (Eds.), The 
international encyclopedia of education (Vol. 7,2nd Ed., pp. 3775-84). New 
York: Pergamon. 

McNeil L., & Valenzuela, A. (2000). The harmful impact of the TAAS system of 
testing in Texas: Beneath the accountability rhetoric. Unpublished manu- 
script. (ED 443 872) 

Miles, K.H., & Darling-Hammond. L. (1998, Spring). Rethinking the allocation 
of teaching resources: Some lessons from high performing schools. 
Educational Evaluation and Policy Analysis, 20( 1 ), 9-29. 

Millsap, M. A., Chase, A., Obeidallah, D., Perez-Smith, A., Brigham, N., & 
Johnston, K. (2000). Evaluation of Detroit’s Comer Schools and Families 
Initiative. Final Report. Cambridge, MA: Abt Associates. 

Northwest Regional Educational Laboratory. (2001). Catalog of school reform 
models. Portland, OR: Author. Available: www.nwrel.org/scpd/catalog 

Odden, A., &Archibald, S. (2000). Reallocating resources: How to boost student achieve- 
ment without asking for more. Thousand Oaks, C A  Convin. (ED 450 441) 

Odden, A., Archibald, S., & Tychsen, A. (2000, Winter). Can Wisconsin schools afford 
comprehensive school reform? journal of Education Finance, 25( 3), 323-42. 

Olejnik, S., & Algina, J. (2000, July). Measures of effect size for comparative stud- 
ies: Applications, interpretations, and limitations. Contemporary 
Educational Psychology, 25(3), 241-86. 

Pogrow, S. (2000, September). Success for All does not produce success for stu- 
dents. Phi Delta Kappan, 82( l ) ,  67-81. (EJ 612 901) 

Ross, S., & Smith, L. (1994, November). Effects of the Success for All model on 
kindergarten through second-grade reading achievement, teachers’ adjust- 
ment, and classroom-school climate at an inner-city school. Elementary 
School Journal, 95, 121-38. (EJ 493 622) 38 

E R I C  C L E A R I N , G H O U S E  O N  U R R A N  E I ) U C A T I O N  . .  



Ross, S. M., Wang, L W., Sanders, W.L., Wright, S.P., & Stringfield, S. (1999). Two- 
and three-year achievement results on the Tennessee Value-Added Assessment 
System for restructuring schools in Memphis. Memphis: University of 
Memphis, Center for Research in Educational Policy. 

Rumberger, R.W. (2001). Mobility and student outcomes. Arlington, VA: 
Education Research Service. 

Sanders, W.L., & Horn, S.P. (1995). The Tennessee Value-Added Assessment 
System (TVAAS): Mixed model methodology in educational assessment. In 
A.J. Shinkfield & D.L. Stufflebeam (Eds.), Teacher evaluation: Guide to efec- 
tivepractice (pp. 337-50). Boston: Kluwer. (ED 435 632) 

Sarason, S.B. (1982). The culture of the school and the problem of change (2nd 
Ed.). Boston: Allyn & Bacon. 

Scriven, M. (1976). Evaluation bias and its control. In G.V. Glass (Ed.), Evaluation 
studies review annual (Vol. I ,  pp. 119-39). Beverly Hills, C A  Sage. 

Slavin, R.E., & O.S. Fashola. (1998). Show me the evidence! Proven and promising 
programs for America’s schools.Thousand Oaks, C A  Corwin. (ED 421 488) 

Slavin, R.E., & Madden, N.A. (1999). SUCCESS FOR ALL/ROOTS Q WINGS: 
Summary of Research on Achievement Outcomes. Report No. 4 1 .Baltimore: 
Johns Hopkins University, Center for Research on the Education of 
Students Placed At Risk. (ED 438 363) 

Slavin, R.E., & Madden, N.A. (2000, September). Research on achievement out- 
comes of Succcess for All: A summary and response to critics. Phi Delta 
Kappan, 82( I ) ,  38-40,59-66. (EJ 612 899) 

Slavin, R.E., Madden, N.A., Karweit, N.L., Livermon, B.J., & D o h ,  L. (1990, 
Summer). Success for All: First-year outcomes of a comprehensive plan for 
reforming urban education. American Educational Research Journal, 27(2), 

Stringfield, S., Datnow, A. Borman, G., & Rachuba, L. (1998). National evalua- 
tion of Core Knowledge sequence implementation: Final report. Baltimore: 
Johns Hopkins University, Center for the Social Organization of Schools. 
(ED 451 282) 

Stringfield, S., Millsap, M.A., & Herman, R. (1998). Using “promising programs” 
to improve educational processes and student outcomes. In A. Hargreaves, 
A. Lieberman, M. Fullan, & D. Hopkins, International handbook of educa- 
tional change (Part Two, pp. 1314-38). Boston: Kluwer. 

Suchman, E. (1971). Evaluating educational programs. In F. Caro (Ed.), Readings 
in evaluation research (pp. 43-48). New York Russell Sage Foundation. 

Summers, A., & Wolfe, B. (1977, September). Do schools make a difference? 
American Economic Review, 67(4), pp. 639-52. 

Supovitz, I. A., Poglinco, S. M., & Snyder, B.A. (2001). Moving mountains: 
Successes and challenges of the America’s Choice comprehensive school reform 
design. Philadelphia: University of Pennsylvania, Center for Policy Research 
in Education. 

Wilson, J. (1973). On Pettigrew and armor: Afterword. The Public Interest, 30, pp. 

255-78. (EJ 414 291) 

132-34. 

39 
E R I C  C L E A R I N G H O U S E  O N  U R A $ N  E 1 ) U C A T I O N  

a 3  



BnoGmm OF Amoa ........................................................................ 
Henry M. Levin is the William Heard Kilpatrick Professor of 

Economics and Education and Director of the National Center for 
the Study of Privatization at Teachers College, Columbia University. 
He is also the David Jacks Professor of Higher Education and 
Economics, Emeritus, at Stanford University. Dr. Levin is the 
Founding Director of the Accelerated Schools Project, a national 
school reform that was established in 1986. He is a specialist in the 
Economics of Education and School Reform and is the author or 
editor of 18 books and about 300 articles. His latest books, co- 
authored with Patrick McEwan, are Cost Efectiveness Analysis: 
Methods and Applications (Sage Publications, 2001) and Cost 
Efectiveness and Educational Policy (Eye on Education, 2002). 

40 

E R I C  C L E A R I N G H O U S E  O N  U R B A N  E D U C A T I O N  



. . . . . . . . . . . 

. 

. . . 

. . . . . . 
0 

. . 

. . . . 

. 

ERIC CLEARINGHOUSE ON URBAN EDUWION 

TEACHERS COLLEGE, COLUMBIA UNIVERSITY 
NEW YORK, NY 10027 

INSTITUTE FOR URBAN AND MINORITY EDUCATION 

. . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . .  

E RI C‘” 
b 

tducoliorml Resources lnloimolion Cenlei 



U.S. D@padfIWd Qf E d U C U f h  
Office of Educational Research and Improvement (OERIJ 

National library of €ducation (NLEJ 
Educational Resources Information Center (ERIC) 

NOTICE 

REPRODUCTION BASIS 

This document is covered by a signed “Reproduction Release 
(Blanket) form (on file within the ERIC system), encompassing all 
or classes of documents from its source organization and, therefore, 
does not require a “Specific Document” Release form. 

a 

This document is Federally-funded, or carries its own permission to 
reproduce, or is otherwise in the public domain and, therefore, may 
be reproduced by ERIC without a signed Reproduction Release form 
(either “Specific Document” or “Blanket”). 

D 

EFF-089 (9197) 


